
LINEAR REGRESSION
INTRODUCTION TO DATA ANALYSIS

PART I



OUTLINE

▸ fill me



case study
murder rates
 



MURDER RATES

annual murders per 
million inhabitants

percentage inhabitants 
with low income

percentage inhabitants 
who are unemployed

total population



linear regression
what? why? how?
 



We know the murder rates of all 
cities. A city is randomly drawn 
from the data set (or the 
population from which the data 
is sampled). We are to predict 
the murder rate of that randomly 
drawn city. What’s a best guess 
if we know nothing more about 
that city?

PREDICTING MURDER RATES
MURDER RATE IN EACH CITY

The mean of all murder rates!



PREDICTING MURDER RATES
MURDER RATE IN EACH CITY WITH GRAND MEAN AS PREDICTOR



PREDICTING MURDER RATES
MURDER RATE IN EACH CITY WITH GRAND MEAN AS PREDICTOR

grand mean  
[= prediction]

observed  
murder rates 

per city

predicted  
murder rates  

per city

prediction 
errors



PREDICTING MURDER RATES
MURDER RATE IN EACH CITY WITH GRAND MEAN AS PREDICTOR

grand mean  
[= prediction]

observed  
murder rates 

per city

predicted  
murder rates  

per city

prediction 
errors Overal prediction error:

TSS =
n

∑
i=1

(yi − ȳ)2

[total sum of squares]



As before, we are to predict the 
murder rate of a randomly drawn 
city. But now we also get to know 
that city’s unemployment rate. 
What’s a best guess if we know 
nothing more about that city?

PREDICTING MURDER RATES
MURDER RATE IN EACH CITY AS A FUNCTION OF UNEMPLOYMENT RATE

Let’s just assume the following 
linear relationship:

̂yi = 2xi + 4



PREDICTING MURDER RATES
MURDER RATE IN EACH CITY AS A FUNCTION OF UNEMPLOYMENT RATE

Overal prediction error:

RSS =
n

∑
i=1

(yi − ̂y)2

[residual sum of squares]



SIMPLE LINEAR REGRESSION  [ORDINARY LEAST-SQUARES REGRESSION]

RSS⟨β0,β1⟩ =
k

∑
i=1

(yi − ̂yi)2

̂yi = β0 + β1xi

⟨ ̂β0, ̂β1⟩ = arg min
⟨β0,β1⟩

RSS⟨β0,β1⟩

linear prediction function

prediction error

best-fitting parameters



BEST LINEAR PREDICTOR

Prediction error (RSS):

How did we 
find the best 
predictors?



finding best-fits for
OLS regression 



USING `OPTIM`



USING `LM`



USING `LM`

?!



USING MATH



finding best-fits for a
likelihood-based approach 



FREQUENTIST MODEL [LIKELIHOOD-BASED APPROACH]
lower likelihood

higher likelihood



FITTING WITH `OPTIM`

MLE-fit



FITTING WITH `GLM`

MLE-fit



FITTING WITH `GLM`

?



CONNECTION OLS & MLE



Bayesian 
approach
 



BAYESIAN SIMPLE LINEAR REGRESSION MODEL

yi ∼ Normal(β0 + β1xi, σ)

xi

yi

σ

β0 ∼ Student-t(…)

βo β1

β1 ∼ Student-t(…)

σ ∼ Trunc-Norm(…)

greta



BAYESIAN SIMPLE LINEAR REGRESSION MODEL

yi ∼ Normal(β0 + β1xi, σ)

xi

yi

σ

β0 ∼ Student-t(…)

βo β1

β1 ∼ Student-t(…)

σ ∼ Trunc-Norm(…)

greta
posteriors



Hypothesis tests 
for regression 
coefficients
 



BAYESIAN APPROACH [ESTIMATION-BASED]



FREQUENTIST T-TESTS FOR REGRESSION COEFFICIENTS

t0, t1 ∼ Student-t(ν = N − 2)
Sampling distribution:

xi

yi

σ ̂β0 = ȳ − ̂β1x̄̂β1 =
Cov(x, y)

Var(y)
β0 β1

t1t0

̂β1
̂β0

SEβ0
= ∑

i

(yi − ( ̂β0 + ̂β1xi))2 ⋅ ( 1
(N − 2)

+
x̄2

∑i (xi − x̄)2 )

SEβ1
=

∑i (yi − ( ̂β0 + ̂β1xi))2

(N − 2) ⋅ ∑i (xi − x̄)2

t0 =
̂β0

SEβ0

t1 =
̂β1

SEβ1

β0 = β1 = 0
Null-hypothesis



FREQUENTIST T-TESTS FOR REGRESSION COEFFICIENTS


