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1. Set up the Null-Hypothesis (H0).
2. Calculate the probability of the results under H0 (p value). 

NHST
Null-Hypothesis Significance Testing
0. Set up the Alternative Hypothesis (Ha).

3. Reject H0 when p < 0.05, else do not reject.  





Ha: Drunken people diverge more from a 
straight line than sober people.

H0: Drunken people diverge as much from 
a straight line as sober people.

Ha: drunk > sober

H0: drunk = sober



Measuring the compatibility of the data

the larger t, 
the smaller p


difference between groups

“noise”

sample  
size

standard error (SE){
t = x1 − x2

SD
N

 * this is a simplified version of the 
formula to make a conceptual point, 
please do not use this to actually 
calculate t-values as the actual 
formulas are a bit more complicated 
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Measuring the compatibility of the data

t = x1 − x2
SD
N
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size

standard error (SE){
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H0

t(100) = 1.984 t(100) = -1.984 
p < 0.05 land p < 0.05 land

H0: drunk = sober



drunken sober
26 21

12 3

8 4

17 12

3 2

1 9

… …

t = x1 − x2
SD
N

6.6 - 5.6

2.9
20

2.6



t(100) = 2.6 
p = 0.00524

H0

  Ha: drunk > sober*
significantH0: drunk = sober



You are DRUNK.



1. Set up the Null-Hypothesis (H0).
2. Calculate the probability of the results under H0 (p value). 

NHST
Null-Hypothesis Significance Testing
0. Set up the Alternative Hypothesis (H1).

3. Reject H0 when p < 0.05, else do not reject.  
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H0 is actually true

p = 0.007

observed 
in sample

H0: drunk = sober



You are NOT drunk.

False Negative
Type-II error



H0 true effect
p = 0.193

observed 
in sample

Ha: drunk > sober

H0: drunk = sober
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Type-M error

Type-S error

Erroneously rejecting the null

Overconfident estimation of the magnitude of the effect

Overconfident estimation of the sign of the effect

Erroneously failing to reject the null
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true effect
Type-M error
Overconfident estimation of the 
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true effect
Type-S error
Overconfident estimation of the 
sign of the effect

observed 
in sample

drunk < sober drunk > sober

Ha: drunk > sober
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Unlucky sampling
https://troettger.shinyapps.io/sample_away/



What are your questions?
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Why do we have to be careful 
interpreting p-values?

Our studies have not enough power

We make statistical errors 



                    Type II error
Probability of correctly failing 
to reject the null hypothesis

Probability of erroneously 
failing to reject the null

Power = 1 -

t = x1 − x2
SD
N

difference 
between 
groups

“noise”

sample  
size

standard error (SE){
4 - 2

6
24

4
t value
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Button et al. (2013) Power failure: why small sample size undermines the reliability of 
neuroscience. Nature Reviews Neuroscience, 14(5), 365.

Statistical power is often low

Median 
power =
0.21



Why do we have to be careful 
interpreting p-values?

Our studies have not enough power

We make statistical errors 

We explore researcher degrees of freedom
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H1: People from Berlin are more 
fashionable than people from Osnabrück.
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Multiple testing

More V-necks
p = 0.6

More colorful
p = 0.04

H1: People from Berlin are more 
fashionable than people from Osnabrück.

H0: Berlin = Osnabrück
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Probability of randomly 
pulling one red marble 
out of one of the bowls?

x 19 x 1 x 19 x 1

1 − (1 − 0.05)2n

= 0.0975
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p = 0.3p = 0.7 p = 0.07
p = 0.11

p = 0.24
p = 0.045
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do not correct 

vs.
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things that can go wrong…

analytical flexibility
can amplify human error and bias

the publication system 
rewards certain results more than others

sampling error
can lead to wrong inferences about 
the underlying population

dichotomous 
decision making
is subject to false positives and 
false negatives
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